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ABSTRACT: This paper introduces Titan2D, a depth averaged model of an incompressible Coulomb continuum for 
“shallow water” granular flows. Titan2D has been used successfully at many volcanoes to predict inundation by block-
and-ash flows and debris avalanches. It can be run as a stand-alone program or through Vhub, a cyber-infrastructure 
platform. Practical considerations of choosing appropriate user inputs and the basics of running the model are discussed 
herein. Both synthetic and natural terrain examples are presented, including simulations of a block-and-ash flow gener-
ated from the gravitational collapse of a synthetic dome at Turrialba volcano (Costa Rica). These results suggest that 
the model should be limited to simulate cases of dense volcanic granular flows, like those produced by gravity-driven 
dome collapse events, but cannot be used to simulate dilute pyroclastic density currents. Finally, estimation of the Ti-
tan2D resistance terms by using empirical relationships provides a good method for reducing model input uncertainties.
Keywords: Numerical modeling, Titan2D, Turrialba volcano, shallow-water equations, volcanic hazards, hazard as-
sessment, debris avalanche, block-and-ash flows. 

RESUMEN: Este artículo introduce Titan2D, un modelo de aguas someras para flujos granulares incompresibles tipo 
Coulomb. Titan2D ha sido utilizado extensamente para predecir la inundación de flujos block-and-ash y avalanchas 
de detritos. Puede funcionar como un programa separado o en la plataforma computacional Vhub. Aquí se discuten 
consideraciones prácticas para escoger valores de entrada apropiados y las bases para correr el modelo. Se presentan 
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INTRODUCTION

Numerical simulation of volcanic gravity 
currents such as pyroclastic flows and lahars is 
fundamental to better understand the key condi-
tions that control flow behavior and to improve 
the hazard assessment. Since fully three-dimen-
sional models of granular gravity currents are 
severely limited by computational resources and 
knowledge of the physics of granular material, 
other approaches are required to simulate these 
flows. The shallow-water equations are derived 
from the Navier-Stokes equations under the as-
sumption that the horizontal length scale is much 
greater than the vertical length scale, i.e. the fluid 
flow develops as a thin layer spreading horizon-
tally over distances that are one or more orders of 
magnitude greater than its depth. The derivation 
of the shallow-water equations is made through 
a depth-averaging procedure of the equations 
of continuity and momentum of an incompress-
ible fluid, which entails a hydrostatic pressure 
distribution, uniform horizontal velocities, and 
neglects vertical velocities (e.g., Benque et al., 
1982; Huppert, 1998). This approximation per-
mits the modeling of an essentially three-dimen-
sional flow in two dimensions.

Recent advances have been made in creating 
computational models of gravity-driven flows us-
ing the shallow-water approximation for the pur-
pose of hazard mitigation (e.g., McEwen & Malin, 
1989; Takahashi & Tsujimoto, 2000; Denlinger & 
Iverson, 2001; Patra et al., 2005). Applications 
of these models have been used for block-and-
ash flows at several volcanoes including Colima, 
El Chichon and Nevado de Toluca volcanoes in 

Mexico (Bursik et al., 2005; Patra et al., 2005; 
Saucedo et al., 2005; Rupp et al., 2006; Macias et 
al., 2008; Sulpizio et al., 2010); Mount Taranaki, 
New Zealand (Procter et al., 2010); Tungurahua, 
Ecuador (Kelfoun et al., 2009); Galeras and El 
Chichon Volcano, Columbia (Stefanescu et al., 
2009; Murcia et al., 2010); Arenal Volcano, Costa 
Rica (Berrocal & Malavassi, 2006); Soufrière 
Hills Volcano, Montserrat (Hidayat et al., 2007; 
Ogburn, 2008; Ogburn et al., in press); and Merapi 
Volcano, Indonesia (Itoh, 2000; Charbonnier & 
Gertisser, 2009, 2012).

As the complexities of the flow mechanics 
and interactions are far from being fully under-
stood, shallow-water models rely upon simplified 
rheological laws that have been tested in both the 
laboratory and natural examples (e.g., Denlinger 
& Iverson, 2001; Patra et al., 2005; Kelfoun et al., 
2009). Such models are either based on frictional 
(Mohr-Coulomb) behavior (the Titan2D model 
developed at the University at Buffalo, USA) 
or other rheological laws (e.g., constant shear). 
Other computer models such as VolcFlow (de-
veloped at the Laboratoire Magmas et Volcans, 
Clermont-Ferrand, France) and DAN3D (devel-
oped at University of British Colombia, Canada) 
also provide the functionality to enter user-de-
fined rheological laws. Section 2 summarizes the 
different rheological models used in the literature 
to simulate granular flows. Section 3 discusses the 
fundamentals of numerical simulations of dense 
volcanic granular flows with Titan2D, before fo-
cusing on the different processing steps required 
to: (1) reduce uncertainties in objectively defining 
the different input parameters; and (2) correctly 
evaluate the output variables of the model. Both 

ejemplos de terrenos sintéticos y naturales, incluyendo simulaciones de un flujo block-and-ash generado en el volcán 
Turrialba (Costa Rica). Los resultados sugieren que el modelo debe ser utilizado en la simulación de flujos granulares 
densos, como aquellos producidos por eventos de colapso gravitacional de domos volcánicos, pero no puede ser ocu-
pado para simular corrientes de densidad piroclástica diluidas. Finalmente, la estimación de los términos de resistencia 
de Titan2D ocupando relaciones empíricas constituye un buen método para reducir incertezas en los parámetros de 
entrada del modelo.
Palabras clave: Modelación numérica, Titan2D, volcán Turrialba, ecuaciones de aguas someras, peligros volcánicos, 
análisis de peligros, avalancha de detritos, flujos block-and-ash.
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synthetic and natural terrain examples are present-
ed in section 4, including Titan2D simulations of a 
block-and-ash flow generated from the gravitation-
al collapse of a synthetic dome at Turrialba volcano 
(Costa Rica), and followed by some discussions of 
the different results obtained (section 5).

RHEOLOGICAL MODELS

Frictional model

The simplest form of the frictional model, 
also known as Mohr-Coulomb model (Fig. 1), 
states that the resistive shear stress τr is a func-
tion of both the normal stress σ and the friction 
angle ϕ: τr = σtanϕ (1). The frictional stress is 
thus rate independent. A block with a frictional 
behavior which is subjected to both a normal (σ) 
and a shear stress (τd) stays at rest whilst τd ≤ 
σtanϕ . When the shear stress exceeds the thresh-
old (τd > σtanϕ ), the block accelerates. A block 
at rest on a slope α is submitted to a driving stress 
τd = ρghsinα and a retarding stress τr = σtanϕ = 
ρghcosαtanϕ , where ρ, h and g are respectively 
the density of the block, its thickness and grav-
ity (Fig. 1). It thus begins to slide when the driv-
ing stress exceeds the retarding stress τd >τr , i.e., 
when the slope exceeds the friction angle, α > ϕ . 
Note that for the following, this threshold is inde-
pendent of the thickness of the block.

Savage and Hutter (1989) introduced a con-
sistent set of equations of motion for a trans-
lating, deforming granular mass based on a 
Coulomb frictional resistance term. Their model 
was based on the common fluid dynamic tech-
nique of integration of properties throughout the 
range of the least-extensive spatial variable oc-
cupied by the flowing material, assuming that the 
variations of flow properties in that dimension 
are either self-similar or otherwise have a minor 
effect on the overall behavior. For flows that are 
much less deep than they are wide or long, this 
process is known as depth averaging. In the case 
of relatively shallow flows this originally one-
dimensional theory was later generalized to two 
dimensions by the same authors, by introduc-
ing a simple curvilinear coordinate system with 

orthogonal directions being set by the maximum 
slope (x-axis), the normal to the local surface (z-
axis) and a cross-slope axis normal to the other 
two (Savage and Hutter, 1991). However, these 
equations are not frame invariant (but dependant 
of some topographic conditions) and hence un-
suitable for modeling flows over general terrain. 
Iverson & Denlinger (2001) derived depth-av-
eraged, frame-invariant equations for fluidized 
granular masses on three-dimensional terrain 
and included the effect of interstitial fluid using 
a simple mixture theory approach. These equa-
tions form a system of hyperbolic conservation 
laws, referred to as the debris flow equations. 
Using a topography-linked coordinate system, 
with x and y parallel to the local ground surface 
and h perpendicular, the depth-averaged equa-
tions of mass (Eq. 2) and momentum (Eqs. 3 and 
4) conservation are:

Fig. 1: Sketch of a finite mass of granular material on a plane. 
Left: The internal friction angle ϕint, is the steepest angle that 
the upper surface of a conical pile of dry sand can make with 
respect to the horizontal plane it is resting on. Right: The bed 
(also known as basal) friction angle, ϕbed, is the angle that a 
plane needs to be inclined so that a block of material will slide 
downslope at a constant speed. Modified from Dalbey (2008).
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∂h/∂t + ∂/∂x(hu) + ∂/∂y(hv) = 0 (2)

∂/∂t(hu) + ∂/∂x(hu2) + ∂/∂y(huv) = ghsinαx - 
1/2 kactpass ∂/∂x(gh² cosα) + τx  (3)

∂/∂t(hv) + ∂/∂x(hvu) + ∂/∂y(hv2) = ghsinαy - 
1/2 kactpass ∂/∂y(gh² cosα) + τy   (4)

where h(x, y, t) is the layer thickness perpen-
dicular to the local slope, u = (u, v) is the veloc-
ity vector with u and v depth-averaged velocities 
parallel to the local bed in the x and y direction 
respectively, α is the ground slope with αx and αy 
the slope angles along the x and y axes respective-
ly, τ is all the retarding stresses that slow down 
the flow with τx and τy the stresses in the x and 
y direction respectively, and g is the gravity (9.8 
m s-2). The parameter kactpass is the earth pressure 
coefficient, the ratio of ground-parallel to ground-
normal stress (Savage & Hutter, 1991). Its value 
is a function of the bed and the internal friction 
angle, φbed and φint, respectively, and is defined 
by Iverson & Denlinger (2001):

(5)

This expression is only valid if φbed ≤ φint. 
The sign ± is negative (and kactpass active) where 
the flow is locally divergent (spreading of the 
intial mass in x and y directions) and is positive 
(and kactpass passive) where the flow is locally con-
vergent (shrinking of the intial mass in x and y 
directions). An isotropic stress is defined by φint 
= 0 and kactpass = 1 . The terms on the right-hand 
side of the equations for momentum conservation 
indicate, from left to right, the stresses due to the 
weight, the pressure gradient and the retarding 
stress which depends on the rheological model 
chosen. For a dry frictional material, the retarding 
stress τ is of the form:

 (6)

The term u2/r takes into account the “over-
weight” due to the centrifugal acceleration on the 
topographic curvature (Savage & Hutter, 1991). 

The term allows the x-component of the retard-
ing stress in the direction opposed to the displace-
ment to be calculated. This expression commonly 
used for granular flows is based on a constant bed 
apparent friction angle φbed implying a constant 
ratio of shear stress to normal stress at the base of 
the sliding mass.

Pouliquen (1999) and Pouliquen and Forterre 
(2002) showed with laboratory experiments that 
if the granular material flows on a rough slope, 
in which a slope element has the size of a typi-
cal grain, simple depth averaging using a constant 
basal friction angle no longer works. They pro-
posed an empirical basal friction coefficient µ = 
tanφ as a function of the mean velocity u and the 
thickness h of the flow:

 (7)

where φ1, φ2, γ are empirical characteristics 
of the material. Small thicknesses or high veloci-
ties are slowed down by high basal friction angles 
(maximum basal friction angle φ2), whereas large 
thicknesses are subject to smaller basal friction 
angles (minimum basal friction angle φ1). γ is a di-
mensionless parameter empirically related to the 
mean grain diameter (Pouliquen, 1999). Recent 
studies by Heinrich et al. (2001) on Montserrat 
and Le Friant et al. (2006) on Montagne Pelée 
(Martinique) have shown that the emplacement 
of debris avalanches can be well-modeled by a 
Coulomb-type behavior law with a variable ap-
parent basal friction angle using this relationship. 
Moreover, this approach seems to merge in some 
respects the two different classes of models pro-
posed in the literature for dense volcanic flows, 
either frictional or thickness-dependent models.

For rapid granular flows at low bed fric-
tion angles and on steep slopes, depth-averaged, 
Coulomb models match both velocity and runout 
lengths of laboratory flows, even over somewhat 
irregular topography (e.g., Savage & Hutter, 
1991; Gray et al., 1999; Denlinger & Iverson, 
2001; Pudasaini & Hutter, 2007). Reasonable re-
sults have also been obtained for flows with an 
interstitial fluid (Denlinger & Iverson, 2001). In 
terms of strong internal shocks, the full Coulomb 
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models are able to reproduce complex features 
of granular flows (Gray et al., 2003), such as the 
shocks themselves and “dead zones” where par-
ticles come to rest and accumulate. Comparisons 
of numerical implementations of Coulomb mod-
els with natural pyroclastic flows have also shown 
some success (e.g., Pitman et al., 2003; Rupp et 
al., 2006; Macias et al., 2008; Ogburn, 2008; 
Ogburn et al., in press; Charbonnier & Gertisser, 
2009, 2012).

Constant shear models

A model assuming a constant resisting shear 
stress to flow spread (Dade & Huppert, 1998) has 
seemed to some to produce a better similarity col-
lapse for a number of geological flows. Results 
show that for a given type of flow, runout is con-
trolled by a constant stress condition and not by 
a constant slope condition, as assumed by the 
Coulomb friction model. Moreover, similarity 
collapse on area A versus volume V (Fig. 2) sug-
gests that each type of flow thins to characteris-
tic thickness, implying that thickness-dependent 
models of behavior are most appropriate. These 
two different views on the main flow regimes and 
rheological behavior that govern the dynamics of 
geological mass flows has led to the incorpora-
tion of different stress relationships into recent 
numerical models, with the other terms used to 
define flow dynamics remaining the same for dif-
ferent flow types.

Some authors recently showed that the use of 
a single empirical law, a constant retarding stress, 
also called yield strength, is more appropriate 
than frictional behavior and enabled the main fea-
tures of debris avalanche and pyroclastic-flow de-
posits to be reproduced (Kelfoun & Druitt, 2005; 
Kelfoun et al., 2009). This empirical law simply 
states that the retarding stress is constant, inde-
pendent of the velocity, thickness or any other pa-
rameter of the flow:

 (8)

Kelfoun et al. (2009) argued that the constant 
retarding stress would be the result of an increase 

in the angle of friction towards the surface of the 
flows. For thick flows, the retarding stress is re-
lated to the low friction of the interior, while for 
thin flows the stress depends on the high friction 
of the surface. The frictional stress is thus approx-
imately constant, the angle of friction increasing 
as the thickness decreases probably in response to 
segregation and an increase in porosity towards 
the surface (Kelfoun et al., 2009).

To conclude, considerable progress has been 
made in the understanding of the physics of dense 
volcanic granular flows and several approaches 
have improved our knowledge by trying to de-
scribe their complexities. While the frictional 
model seems to be the most promising approach 
that has been adopted by many authors to simu-
late granular flows, recent studies suggest that a 
more thorough understanding of stresses resulting 
from particle interactions is probably needed to 
produce numerical models adaptable over a wide 
range of natural conditions typical of such flows.

TITAN2D

The Titan2D computer program (Pitman 
et al., 2003; Patra et al., 2005) was designed by 
the Geophysical Mass Flow Modeling Group at 
University at Buffalo, USA, to simulate dry granu-
lar avalanches over digital representations of natu-
ral terrain. The program is built on a depth-averaged 
model for an incompressible Coulomb continuum, 
a “shallow water” granular flow, based on the 
work of Savage & Hutter (1989), Iverson (1997), 
Iverson & Denlinger (2001), Denlinger & Iverson 
(2001) and Mangeney-Castelnau et al. (2002). This 
assumption is grounded on the fact that compared 
to the entire area over which a long-run-out mass 
flow travels and deposits, its thickness in compar-
ison is small. It combines numerical simulations 
of a flow with digital elevation data of natural 
terrain supported by a Geographical Information 
System (GIS) interface. The conservation equa-
tions for mass and momentum are solved with a 
Coulomb-type friction term for the interactions 
between the grains of the media and between the 
granular material and the basal surface (Savage & 
Hutter, 1989; Pitman et al., 2003). 
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Model equations and numerical solution

Using the suitable boundary conditions and 
depth averaging, Patra et al. (2005) obtained a 
system of equations governing the flow of dry 
avalanches on arbitrary topography in terms of 
conservative variables, in vectorial form as:

 (9)

where: 

   (10)

is the vector of conserved state variables 
(with h = flow depth, hVx = x-momentum, hVy = 
y-momentum).

Fig. 2: Plots of the area inundated versus flow volume V for the different kinds of pyroclastic flows on Merapi, Colima and 
Soufriére Hills, Montserrat and cold rock avalanches and pyroclastic surges known from elsewhere. Data compiled from: Howard 
(1973), Voight (1978), Lucchitta (1978, 1979), Crandell et al. (1984), Francis et al. (1985), Siebert et al. (1987), McEwen & Malin 
(1989), Stoopes & Sheridan (1992), Calder et al. (1999) and Saucedo et al. (2002). DCPFs, dome-collapse pyroclastic flows; 
OBPFs, overbank pyroclastic flows; FCPFs, fountain collapse pyroclastic flows; Derived Flows, surge derived flows.
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 (11)

is the mass and momentum flux in the x-di-
rection (with hVx = mass flux in x-direction, hVx

2 + 
1/2 kactpass gz h

2 = x-momentum flux in x-direction 
and hVxVy = y-momentum flux in x-direction.

 (12)

is the mass and momentum fluxes in y-direc-
tion (with hVy = mass flux in y-direction, hVxVy = 
x-momentum flux in y-direction; hVy

2 + 1/2 kactpass 
gzh² = y-momentum flux in y-direction.

(13)

     (13)

is the vector of driving and dissipative source 
terms (with gxh = driving gravitational force in x-
direction, -hkactpass sgn(∂Vx/∂y)∂/∂y(gzh)sinφint = dis-
sipative internal friction force in x-direction, -(Vx 
/ √(Vx

2 + Vy
2))max (gz + (Vx

2)/rx ,0)htanφbed = dis-
sipative bed frictional force in x-direction; similar 
terms for y-direction). The term used for the dis-
sipative bed frictional force is slightly modified 
from Iverson & Denlinger (2001), where sgn(Vx) 
was used instead of Vx / √(Vx

2 + Vy
2). Patra et al. 

(2005) indicate that in cases where the momentum 
in the x and y directions differ significantly (e.g., 

flow down a channel) this relationship provides 
the necessary scaling in each coordinate direction. 
With this modification, the friction mobilized is in 
proportion to the velocity in that direction.

The resulting hyperbolic system of equations 
is solved using an explicit Euler scheme for the 
differential equation, with right hand side given 
by the vector of driving and dissipation source 
terms and a parallel, adaptive mesh, Godunov 
finite volume solver for the remaining system of 
hyperbolic conservation laws. Background infor-
mation on these methods can be found in Davis 
(1988), Toro & Billett (1997) and Hirsch (1990). 
In brief, the dependent variables are considered as 
cell averages, and their values are advanced by a 
predictor-corrector method: the source terms are 
included in these updates, and no splitting is nec-
essary. Slope limiting is used to prevent unphysi-
cal oscillations. More details about the solution 
techniques used in Titan2D are found in Pitman 
et al. (2003) and Patra et al. (2005). The Message 
Passing Interface (MPI) (http://www.unix.mcs.
anl.gov/mpi/) Application Programmers Interface 
(API) allows for computing on multiple proces-
sors, increasing computational power, decreasing 
computing time, and allowing for the use of large 
data sets. A principal feature of the code is the in-
corporation of topographical data into the simu-
lations and grid structure. A pre-processing rou-
tine allows digital elevation data to be imported. 
These data define a two-dimensional spatial box 
in which the simulation will occur. The raw data 
provides elevations at specified locations. By us-
ing this data and interpolating between data points 
where necessary, a rectangular, Cartesian mesh is 
created. The elevations provided on this mesh are 
then used to create surface normals and tangents, 
ingredients in the governing equations. Adaptive 
gridding allows for the concentration of comput-
ing power on region of special interest. Mesh re-
finement captures the complex flow features at 
the leading edge of the flow, as well as locations 
where the topography changes rapidly. Mesh un-
refinement is applied where solution values are 
relatively constant or small to further improve 
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computational efficiency. Finally, the grid data 
are written out for use, together with simulation 
output, in post-computation visualization.

User interaction 

The standalone version of Titan2D operates in a 
LINUX environment via a Python scripted graphical 
user interface (GUI). Terrain data are entered into the 
simulation via the GRASS (Geographic Resources 
Analysis Support System; US Army Corps of 
Engineers’ CERL) GIS format, which is an open-
source software for data management, spatial model-
ing, image processing and visualization. Simulations 
on real terrain usually require a large amount of pre-
processing and resampling of the original digital el-
evation model (DEM) to generate a new grid. This 
is avoided in Titan2D by integrating the model with 
GRASS GIS and adaptive gridding.

Before attempting to simulate a flow with 
Titan2D, data regarding its physical nature must be 
gathered. The main ways in which a user controls 
simulations using the Titan2D user interface are by:

(1) Providing a 3D grid containing topo-
graphic information (x, y, z; e.g., a DEM for the 
simulation area). DEMs with a spatial resolution 
of 30m or better are desirable. Some sources of 
DEMs can be found in Table 1. The effect of DEM 
interpolation and sampling schemes on model 
outputs is discussed in Stefanescu et al. (2009);

(2) Defining dimensions of an initial ‘‘pile’’ 
of material or a flux source which adds mass over 
a specified time period and area at a specified 
rate, both including shape, footprint, height, vol-
ume, position and initial velocity (if required); 

(3) A variable that represents the angle of 
internal friction of the granular pile, which must 
be higher than the chosen bed friction angle. 
Analysis of input sensitivity and experience has 
shown that flows are relatively insensitive to the 
internal friction angle (Dalbey & Patra, 2008);

(4) A variable that represents the angle of bed 
friction between the granular pile and the sub-
strate. This value is somewhat volume dependent 

(large volume flows require lower basal friction 
angles) and can be initially estimated from the 
Heim coefficient (height-dropped over runout 
or H/L) angles measured from natural deposits 
for a particular volcano, or taken from a H/L vs. 
volume plot as in figure 3. Using H/L vs. volume 
curves works well for simple channels, and pro-
vides a range of reasonable basal friction angles. 
For more complex terrain, ‘calibrating’ Titan2D 
by replicating natural deposits through trial and 
error, or employing material maps of varying 
friction may be required (Stinton et al., 2004; 
Charbonnier & Gertisser, 2009, 2012). Material 
maps can account for changes in roughness due to 
substrate type (Table 2). Simulated flow inunda-
tion is sensitive to the basal friction angle, and a 
range of inputs should be used to capture natural 
variability and uncertainty;

(5) A GIS-based classified material map, 
which matches the area covered by the DEM, 
can be used to define zones in the region where 
pronounced changes in the topographic surface 
(e.g., different substrates, slope breaks and chan-
nel confinements and morphologies) result in a 
change in the bed friction angle;

(6) Stopping criteria to halt the simulation 
(normally a limit on ‘‘real time’’ or the number of 
computational time steps).

Some of Titan2D’s outputs are flow depth 
and momentum over the whole computational do-
main (or DEM) at specified times, which can be 
used to compute field observable variables dur-
ing the flow such as run-up height, inundation 
area, velocity and time of flow. The Titan2D User 
Guide (http://vhub.org/resources/300) contains a 
detailed description of the TITAN2D model and 
some information on the preparation of the inputs 
for the standalone version of the code.

Titan2D online simulation tool on Vhub

Vhub (http://vhub.org/) is a virtual 
organization and community cyberinfrastructure 
for volcanology research and risk mitigation 
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Platform Spatial 
Resolution Accuracy Coverage Temporal 

Resolution Type Website Cost

AirSAR 
(TOPSAR 

mode)

10m .5 m limited Airborne 
Scheduled

RADAR http://airsar.jpl.nasa.gov/ Samples/
Cost by 
Request

ALOS 2.5m 2-4 m global 46 Day MSS http://alos.jaxa.jp/index-
e_old.html

Samples/
Cost by 
Request

ASTER 30m 7-14 m global 16 Day MSS http://asterweb.jpl.nasa.
gov/

FREE FOR 
NASA 

GRANT 
HOLDERS/

WIST/GLOVIS

ATM 1m .1-.2 m limited Airborne 
Scheduled

LIDAR http://airbornescience.
nasa.gov/instrument/

ATM

FREE FOR 
NASA 

GRANT 
HOLDERS

AVHRR 1.1km global 1 Day MSS http://noaasis.noaa.gov/
NOAASIS/ml/avhrr.html

FREE Earth 
Explorer

GeoEye-1 1m - 5m .5 m global <3 Day MSS http://www.geoeye.com/
CorpSite/

Cost by 
request

ICESat 500m-1km .01-.1 m polar 8 Day/91 
Day 

LIDAR http://icesat.gsfc.nasa.
gov/

FREE, NSIDC 
(National 

Snow and Ice 
Data Center)

IKONOS 1m - 5m 1.7 m global 14 Day MSS http://www.geoeye.com/
CorpSite/

Cost by 
Request

Landsat 30m global 16 Day MSS http://landsat.gsfc.nasa.
gov/

FREE, Earth 
Explorer

LVIS .1-.2m limited Airborne 
Scheduled

LIDAR https://lvis.gsfc.nasa.gov/
index.php

FREE FOR 
NASA 

GRANT 
HOLDERS

QuickBird .6-2.4m global < 3 Day MSS http://www.digitalglobe.
com/

Cost by 
Request

SPOT 20 m 10 m global 26 Day MSS  http://www.spot.com/ Cost by 
Request

SRTM 30 m 
(USA), 
90 m 

global 11 Day RADAR http://www2.jpl.nasa.
gov/srtm/

FREE, 
GLCF 
(Global 

Land Cover 
Facility, 

University of 
Maryland)

Table 1

Publicly available sources of user-ready DEMs. Other ways of generating DEMs from stereo images and other RADAR imagery 
exist, but are not covered in the table
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(Palma et al., 2014). Funded by the U.S. 
National Science Foundation since 2010, 
the overarching goal of VHub is to provide a 
mechanism for globally collaborative research 
and development of computational models 
of volcanic processes and their integration 
with complex geospatial, observational, and 
experimental data. VHub promotes seamless 
accessibility of appropriate models and data to 
organizations around the world charged with 
assessing and reducing risk, reaching across 
resource levels and cultural boundaries.

VHub supports computer simulations and nu-
merical modeling at two levels: (1) some models 
can be executed online via VHub, without need-
ing to download code and compile on the user’s 
local machine; (2) other models are not available 
for online execution but for offline use in the us-
er’s computer. VHub also provides a mechanism 
for collaborative efforts at code development, 
verification, validation, and benchmarking. To 
take advantage of these capabilities the user must 
be registered on VHub (at no cost) and logged in 
to their account (Palma et al., 2014). 

As of March 2014, the Titan2D toolkit on 
VHub fronts numerical simulations but it does not 
prepare the necessary DEM input that Titan2D 
relies upon, which is a prerequisite. Vhub offers 
an online conversion tool for putting a DEM in a 
format that the model can read and use; this tool is 
available at http://vhub.org/resources/dem4titan. 
A tutorial is available at http://vhub.org/resourc-
es/761 and describes how to (1) enter the different 
input parameters for running a Titan2D simula-
tion on Vhub, (2) run the simulation and (3) visu-
alize the results using the Vhub’s Titan2D viewer 

(available at http://vhub.org/resources/titanview). 
Within the Vhub environment, Titan2D and its 
Java-based GUI are already installed, along with 
the supporting software packages. The actual ex-
ecution of the code can occur either within the 
limitations of the VHub server (local execution 
in the GUI job submission tab), or remotely on a 
large cluster (the Hub-submit option in the GUI). 
For more information on how to use Titan2D 
on Vhub, any registered member is welcome to 
join the Titan2D Users group (https://vhub.org/
groups/titan2dusers).

Program improvements and applications

Titan2D has been applied to and evaluated 
against small-scale pyroclastic flows, block-and-
ash flows and rock avalanches, including those 
at Colima Volcano, Mexico (Bursik et al., 2005; 
Saucedo et al., 2005; Rupp et al., 2006; Capra et 
al. 2011), El Misti, Peru (Delaite et al., 2005) and 
Little Tahoma Peak, Washington, USA (Stinton et 
al., 2004; Sheridan et al., 2005). The outcomes of 
these studies have highlighted the uncertainties 
in objectively defining model input parameters 
for realistic simulation of local flow conditions. 
Recently, major contributions and advances have 
been implemented to the “one-phase” version of 
the model (in the dry limit without interstitial flu-
id) that mitigates these problems. These updates 
are fully described in Dalbey (2008) and Yu et 
al. (2009) where they present a multi-faceted ap-
proach that includes: (1) several improvements to 
the accuracy of Titan2D’s physical and numeri-
cal modeling capabilities, (2) a quantification of 

Platform Spatial 
Resolution Accuracy Coverage Temporal 

Resolution Type Website Cost

TanDEM-X 12 m 2 m global 11 Day RADAR http://www.infoterra.de/
tandem-x_dem

Cost by 
Request

WorldView 1 m .1 m global 1.7 Day MSS http://www.digitalglobe.com/
products#elevation&worldview-

elevation-suite

Cost by 
Request

Table 1 (continuation)

Publicly available sources of user-ready DEMs. Other ways of generating DEMs from stereo images and other RADAR imagery 
exist, but are not covered in the table
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the uncertainty in geophysical flow simulation 
output and (3) the development a systematic 
methodology to aid volcanologists in incorporat-
ing simulator output into the production of haz-
ard maps. The release of a new version of the 
Titan2D code in 2007 (Titan 2.0.0) included the 
following advances:

(1) Adding the capability to vary the bed fric-
tion angle by terrain region;

(2) Implementing a mass flux model to rep-
resent material emerging out of or raining down 
onto the ground;

(3) Developing an approximate physics-
based criterion to determine when the flow 
should be coming to rest and devising a scheme 
to bring it to rest: the Savage-Hutter equa-
tions model the flowing granular material as an 
“equivalent fluid”. Here the word “equivalent” 
indicates that the fluid’s rheological properties 
are chosen so as to approximate the desired bulk 
behavior. The equations were derived assuming 
that the material is already in motion and as such 
cannot (without augmentation) bring the flow to 
rest. Instead, the material continues to flow with 
a small but non-negligible velocity after it should 
have come to rest, and the true final extent of the 

flow is obscured. A different mechanism of stop-
ping is described by each stopping criterion. The 
first stopping criterion, a global ‘‘dimensionless’’ 
velocity, V*1, is only dependent upon the aver-
age velocity, gravitational forces and the height 
of the initial pile. The second stopping criterion, 
a global ‘‘stopping’’ velocity, V*2, incorporates 
average velocity, gravitational forces, initial pile 
height, aspect ratio, internal friction angle, and 
bed friction angle. The third stopping criterion, a 
local stopping velocity v, examines force balances 
in each computational cell. One can refer to Yu et 

Fig. 3: Heim coefficient or friction angle (H/L) versus volume plot for block and ash flows from a variety of volcanoes. Data com-
piled from Calder et al. (1999), Cole et al. (2002), Saucedo et al. (2002), Macias et al. (2006), Charbonnier et al. (2008), Vallance 
et al. (2010) and Takarada (pers. comm.).

Surface material Coefficient of 
friction

Friction 
angle

Glacial ice/snow 0.037-0.50 2-26°

Alluvial deposits 0.10-0.20 6-11°

Vegetation 0.21-0.5 12-37°

Glaciofluvial 
deposits

0.15-0.30 9-17°

Bedrock 0.38-0.95 21-44°

Table 2

Coefficients of friction and basal friction angles for a variety 
of debris avalanches. Adapted from Stinton et al. (2004)
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al. (2009) for detailed explanations. The results of 
these numerical experiments suggest that reason-
able estimates of runout distance for geophysical 
flows can be obtained by using the stopping cri-
terion with values of V*2 = 0.03 for flows both on 
open slopes and in channels;

(4) Developing a multi-faceted approach 
that mitigates the numerical “thin-layer problem” 
common to depth-averaged models: historically, 
the numerical solution of the Savage-Hutter (and 
similar “shallow-water”) equations has been 
plagued by several interrelated numerical dif-
ficulties which are collectively characterized by 
a non-physically thin-layer of fluid extending 
large distances from the main body of the flow. 
In the best-case scenario, this “thin-layer prob-
lem” means a “no flow” boundary line must be 
arbitrarily drawn at some given depth contour. In 
the worst-case scenario, it can cause severe nu-
merical instability that prevents any simulation 
of a particular event. The implementation of the 
thin-layer control strategy in the two-phase ver-
sion (with an interstitial fluid) of Titan2D has not 
yet been completed. 

The work of Dalbey (2008) is a major step in 
quantifying parameter uncertainties and improv-
ing Titan2D’s physical and numerical modeling 
capabilities. Future efforts on the development 
of the model will focus on (1) developing new 
systematic approaches to better quantify other 
parameter uncertainties and variability from the 
digital elevation maps to the initial conditions 
and estimates of friction angles and (2) enhanc-
ing the quality of the two phase model to enable 
it to better deal with fluidized mixtures. For the 
latter, a first step has been taken by Pitman and 
Le (2005), but more work is required (Cordoba, 
pers. comm., 2009).

EXPAMPLES OF TITAN2D 
SIMULATIONS

This section presents examples of simula-
tions performed by Titan2D on a channel of con-
stant slope and on a natural terrain. The first set 
of examples is intended to illustrate the choice 

of bed and internal friction angles, which are 
parameters that characterize the properties of 
the flow in the mathematical model, and thus 
play a role in the velocity, thickness and run-
out of the material. The next example shows 
the simulation of a dense volcanic granular 
flow generated from a lava dome collapse at 
Turrialba volcano (Costa Rica).

Channelized flow down a slope

Simulation set up

The surface geometry in this set of examples 
consists of a 300 m wide flat channel surrounded 
by a 30 degrees slope on both sides (Fig. 4). This 
configuration extends for 2,500 m, starting at an 
elevation of 1,750 m and ending at zero eleva-
tion, creating a constant slope of 35 degrees. At 
the bottom of the channel there is a flat surface 
that extends for another 2,500 m. The width of 
the channel configuration and flat surface is 
3,000 m. Owing to the procedure that the cur-
rent version of Titan2D applies to define and 
adapt the grid where the variables are calculated 
(which is different to the grid with the elevation 
data), part of the edges of the surface or DEM 
is lost in the final output; for instance, one can 
compare the limits of the geometry in Figures 4a 
and 4b. This limitation needs to be taken into ac-
count when defining the limits of the DEM that 
will be used for the simulations.

Three simulations were performed us-
ing the same geometry and initial conditions 
but different friction angles. The values of the 
friction angles chosen represent typical values 
used in studies of the runout of block-and-ash 
flows (e.g., Ogburn et al. in press; Charbonnier 
& Gertisser, 2009, 2012). The first two ex-
amples have an internal friction angle (i.f.a) 
of 30 degrees, whereas the bed friction angles 
(b.f.a.) are 26 and 16. The third example has 
a b.f.a. of 16 and an i.f.a. of 20. The pile is 
a symmetrical dome-shaped mass centered at 
the (X,Y) coordinates 1500 m, 4250 m, with a 
maximum depth of 10 m and a radius of 200 m 
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(Fig. 4b). The volume of the pile is calculated 
with the formula:

V = 0.5 * π * Rmajor * Rminor * hmax 

where Rmajor and Rminor are the radii of the lon-
gest and shortest axes in the elliptical dome, re-
spectively (in our case both radii are the same), 
and hmax is the maximum depth of the pile. This 
yields a volume of 6.3x105 m3. Initially the pile is 
at rest and it starts moving due to gravity, accord-
ing to their b.f.a. lower than the slope angle, as 
soon as the simulation begins.

Results

The three examples were run for 90 seconds, 
even though the piles stopped moving after 60-
70 seconds. Changes in maximum depth and av-
erage speed with time of the first two examples 
are shown in figure 5, and snapshots of their flow 
depths at distinctive times are shown in Figure 6. 
After the release of the material both piles elon-

gate downslope while they increase their velocity. 
The pile with b.f.a. 26 experiences a constant ac-
celeration of 1.7 m/s and the pile with b.f.a 16 ex-
hibits a constant acceleration of 3.2 m/s. Because 
of the elongation of the piles, when the two flows 
reach their maximum speed they also show a low 
in their maximum depth (Fig. 5). This occurs 
when the piles encounter the flat surface, which 
leads to an immediate deceleration of the flow 
(figures 6a and 6d). It is noteworthy that during 
the accelerating phase the pile with b.f.a. 26 ex-
hibited a larger deformation and decrease in flow 
depth than the pile with b.f.a 16. Subsequently, 
on the flat surface (with a slope much lower than 
their b.f.a.) the lower speed of the flow front 
causes the accumulation of material and increase 
in flow depth. There is a clear difference in the 
runout of the two piles that is only dependent 
upon the different bed friction angle. Whereas 
the pile with b.f.a. 26 quickly loses momentum 
and becomes deeper, the pile with b.f.a. 16 in-
creases in depth for a short period of time until 
most of it has moved onto the flat surface, and 
continues flowing and elongating for another 

Fig. 4: (a) Three-dimensional view of the channel geometry and (b) initial distribution of the pile viewed from above. The DEM in 
b) is represented in contours of 100 m intervals. Distances in axes are all in meters.
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~1,000 m before it stops. The piles with b.f.a. 26 
and 16 decelerate at 3.6 m/s and 2.8 m/s, respec-
tively, until they reach a non-zero but very low 
average speed (<1m/s) at 60 and 66 seconds after 
the beginning of the simulation. At this moment 
the piles can be considered to have stopped mov-
ing although they continue spreading laterally, as 
shown by the continuous and apparently asymp-
totically decrease in maximum depth of the piles.

The third example, (b.f.a. 16, i.f.a. of 20), 
varied only in the i.f.a. from the second example 
and exhibited a similar evolution of its maximum 
depth (Fig. 7). The only difference between these 
examples is the maximum depth reached at about 
40 seconds, which in the third example was 5.58 
m at 43 seconds, whereas in the second example 
(i.f.a. 30) it reaches 4.9 m at 39 seconds (Fig. 7).

Measuring the runout distance of the piles 
after 90 seconds of simulation we can calculate 
the Heim coefficient (height dropped over run-
out or H/L) in each case. All the piles started at 
a ground elevation of 1225 m and the flat sur-
face where they stopped is at zero elevation. The 
front of the final dome-shaped deposits for ex-
periments with b.f.a of 26 and 16 are at the Y 

coordinates 1960 and 700 m, respectively, which 
yields Heim coefficients of 0.535 (28 degrees) 
and 0.345 (19 degrees). These values are greater 
than those set in the experiments and correspond 
to 212 and 722 meters shorter runouts compared 
to what is expected for flows with H/L of 26 and 
16 degrees, respectively. Although different, the 
Heim coefficient of a natural deposit over simple 
terrain (smooth slopes and simple channels) is a 
first order approximation to the bed friction angle 
used in a Titan2D simulation.

Example of a dense volcanic granular flow at 
Turrialba volcano

This example shows the generation and run 
out of a dense volcanic granular flow of 1.19x106 
m3 in volume that flows on the Northeast flank 
of Turrialba volcano (Fig. 8). Turrialba, the east-
ernmost of Costa Rica’s Holocene volcanoes, is 
a large vegetated basaltic-to-dacitic stratovol-
cano located across a broad saddle NE of Irazú 
volcano overlooking the city of Cartago. Three 
well-defined craters occur at the upper SW end 

Fig. 5: Evolution of the maximum depth (a) and average speed (b) over time of two simulations that differ only in the bed friction 
angle (b.f.a.) of the piles, which were set to 26 and 16. The internal friction angle in both cases is 30.
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of a broad 800 x 2200 m wide summit depression 
that is breached to the NE (Reagan et al., 2006). 
Most activity at Turrialba originated from the 
summit vent complex, but two pyroclastic cones 

are located on the SW flank. Five major explosive 
eruptions have occurred at Turrialba during the 
past 3500 years (Reagan et al., 2006). A series 
of explosive eruptions during the 19th century 

Fig. 6: The top row shows pile depths, in meters, of the run with bed friction angle equal to 26, at (a) 39 sec, (b) 57 sec and (c) 
90 sec after the initial release. The bottom row shows the pile depth, in meters, for the run with bed friction angle set to 16, at (d) 
30 sec, (e) 39 sec and (f) 90 sec after the release of the material. The time in figures (a), (b), (d) and (e) correspond to peaks and 
troughs in the flow depth or speed of the material (see Figure 5). The DEM is represented in contours of 100 m intervals. Distances 
in axes are all in meters.
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were sometimes accompanied by pyroclastic 
flows. Fumarolic activity recently increases at the 
summit craters.

The simulation presented in this example is 
not necessarily intended to represent a real world 
scenario of a flow developed in the past, or a po-
tential pyroclastic flow that may be generated in 
the future, but may correspond to a block-and-ash 
flow generated from the collapse of a dome lo-
cated on the Northeast side of the crater area. The 
horizontal resolution of the DEM used is 20 m. 
The initial pile had a dome shape with a maximum 
depth of 20 m, with the base having a major and 
minor axes extent of 300 and 200 m, respectively. 
Starting at rest, the granular material collapses and 
accelerates downslope until it reaches its maxi-
mum speed after 50 seconds (~12.2 m/s) (figures 
8 and 9). The internal and bed friction angles are 
30 and 16, respectively. The material quickly fol-
lows the drainage and fills the ravines, and as the 
slope decreases the velocity of the material and its 
maximum depth decrease as well. Because of the 
low basal friction angle and the complexity of the 

terrain, rapid changes in the velocity of the flow 
may take place locally as portions of the material 
encounter changes in slope along the runout path. 
This contributes to the long duration of the simu-
lation. The average speed of the flow starts to de-
crease rapidly after a minute or so of simulation. 
After about 10 minutes of simulation most of the 
material has been emplaced on its final deposit lo-
cation, which has been deforming and flowing ac-
cording to the steepness of the slope and because 
of the lack of a stopping criterion in the numerical 
simulation (Figure 9).

DISCUSSION AND CONCLUSIONS

Titan2D is a freely available geophysical 
flow model that has been used to simulate block-
and ash-flows and debris avalanches with suc-
cess. It uses a depth averaged model for “shallow 
water” granular flows and combines numerical 
simulations of a flow with digital elevation data of 
natural terrain supported by a GIS interface. The 
conservation equations for mass and momentum 
are solved with a Coulomb-type friction term for 
the interactions between the grains of the media 
and between the granular material and the basal 
surface. Titan2D takes user inputs of an internal 
and bed friction, initial velocity, and starting ge-
ometry parameters (which can include a mass 
flux). Basal friction angles can also be supplied 
by using a ‘material map’, a raster containing fric-
tion values (e.g., Stinton et al., 2004; Charbonnier 
& Gertisser, 2009, 2012). Model outputs include 
flow inundation, thickness, and velocity. 

The Turrialba example is intended to show 
the capabilities of Titan2D to model dense volca-
nic granular flows on natural terrain, rather than 
replicate or predict an actual flow. In this regard, 
it is worth mentioning some limitations of numer-
ical modeling with Titan2D on the simulation of 
specific types of volcanic flows. As explained in 
previous sections, Titan2D is based on rheologi-
cal laws governing the deformation and flow of 
dry granular material. Moreover, because of the 
depth-integrated form of the equations, there are 
constraints on the vertical velocities developed 
within the flow and its vertical expansion. These 

Fig. 7: Maximum depth and average speed of a flow in a si-
mulation set up with a bed friction angle of 16 and an internal 
friction angle of 20. These results are comparable to those pre-
sented in Figure 5 for a flow with a bed friction angle of 16, 
and illustrate the small differences resulted by a 33% decrease 
in the internal friction angle.
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Fig. 8. Snapshots of a Titan2d simulation of a dense volcanic granular flow on the Northeast slope of Turrialba volcano. The pile, 
initially at rest and with a volume of 1.9x106 m3 (a), begins flowing downslope due to its instability on the ground and accumu-
lates on the steep valleys and ravines (b, c). Material with a depth lower than ~1 cm doesn’t show up in this figure. These maps 
correspond to times 0, 50 and 1800 seconds of the simulation. The DEM of Turrialba is represented in contours of 50 m intervals.
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two aspects of the numerical model mean that 
flows such as lahars (mixture of water and solids) 
and certain types of pyroclastic density currents 
(surges and column-collapse flows) cannot be re-
alistically modeled; also high vertical gradients 
in the topography may impose unrealistic sce-
narios for the model. For instance, Kelfoun et al. 
(2009) showed that the Mohr-Coulomb behavior 
is not appropriate for modeling column-collapse 
pyroclastic flows at Tungurahua volcano. Block-
and-ash flows, however, have been satisfactorily 
modeled with Titan2D (e.g., Rupp et al., 2006; 
Charbonnier & Gertisser 2009, 2012; Procter et 
al., 2010; Sulpizio et al., 2010) but simulation re-
sults are limited to the dense basal part of such 
flows, and do not include the overlying dilute ash-
cloud surge component.

To conclude, the results presented in this pa-
per suggest that the application of ‘shallow-water’ 
numerical models like Titan2D for hazard assess-
ment of volcanic flows can be used as predictive 
tools in future eruptions, but should be limited 
to the field of dense volcanic granular material, 
like those produced by gravity-driven dome col-
lapse events. Therefore, these models cannot be 
used to simulate any dilute pyroclastic density 
currents generating by vertical column collapse, 

total dome disruption and directed blast scenarios. 
Moreover, validations of the model so far have re-
vealed a rather empirical use of the friction pa-
rameters that allow adjustment of the model to 
different runout situations. The Heim coefficient 
can provide reasonable input parameters that can 
be used as guidelines for choosing appropriate 
basal friction angles based on flow volume (see 
Fig. 3). Calibration of these resistance terms by 
using well-constrained flow mobility parameters 
calculated from field observations provides a 
good method for encompassing and compensat-
ing for the lack of uncertainty around the poten-
tial of future events. However, such an approach 
lacks a general procedure for the systematic use 
of these models in predicting probabilities of dif-
ferent outcomes, given distributions of inputs. 
Such a methodology with the use of Titan2D has 
been recently developed by several authors (e.g., 
Dalbey & Patra, 2008; Sheridan et al., 2010). By 
combining numerical simulations using freely 
available models, probability modeling and sta-
tistical methods for defining best-fit input param-
eters, a systematic approach provides one basis 
for estimating the areas and levels of hazard as-
sociated with dense volcanic granular flows and 
for improving disaster mitigation plans.
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