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Abstract. The Randomized Control Trial (RCT) design is typically seen as the gold standard in psychological research. As 
it is not always possible to conform to RCT specifications, many studies are conducted in the quasi-experimental framework. 
Although quasi-experimental designs are considered less preferable to RCTs, with guidance they can produce inferences which 
are just as valid. In this paper, the authors present 3 quasi-experimental designs which are viable alternatives to RCT designs. 
These designs are Regression Point Displacement (RPD), Regression Discontinuity (RD), and Propensity Score Matching 
(PSM). Additionally, the authors outline several notable methodological improvements to use with these designs.
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Resumen. Los diseños de Pruebas Controladas Aleatorizadas (PCA) son típicamente vistas como el mejor diseño 
en la investigación en psicología. Como tal, no es siempre posible cumplir con las especificaciones de las PCA y por ello 
muchos estudios son realizados en un marco cuasi experimental. Aunque los diseños cuasi experimentales son considerados 
menos convenientes que los diseños PCA, con directrices estos pueden producir inferencias igualmente válidas. En este 
artículo presentamos tres diseños cuasi experimentales que son formas alternativas a los diseños PCA. Estos diseños son 
Regresión de Punto de Desplazamiento (RPD), Regresión Discontinua (RD), Pareamiento por Puntaje de Propensión 
(PPP). Adicionalmente,  describimos varias mejorías metodológicas para usar con este tipo de diseños.
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Introduction
Randomized controlled trial (RCT) designs are 

typically seen as the pinnacle in experimental research 
because they eliminate selection bias in assigning 
treatment (Shultz & Grimes, 2002). RCT designs, 
however, are sometimes not practical due to a lack 
of  resources or inability to exercise full control 
over study conditions. Additionally, ethical reasons 
prohibit implementing random assignment when 
there are groups that require treatment due to higher 
need. In these instances, designs that are more quasi-
experimental in nature are more appropriate. 

In this paper, the authors outline three possible 
quasi-experimental designs that are robust to violations 
of  standard RCT practice. The authors start with the 
regression point displacement (RPD) design, which 
is suitable in cases where there is a minimum of  one 
treatment unit. Next, the authors discuss the Regression 
Discontinuity (RD) design, which utilizes a “cut point” 
to determine treatment assignment, allowing those 
most in need of  a treatment to receive it. Finally, the 
authors present Propensity Score Matching (PSM), 
which matches control and treatment groups based on 
covariates that reflect the potential selection process. 

The purpose of  this paper is to give an introduction 
of  each of  the three quasi-experimental designs. For an 
in-depth discussion on each design, please refer to the 
included references. In addition, the authors discuss 
novel techniques to improve upon these designs. These 
techniques address the limitations often inherent 
in quasi-experimental designs. As well, illustrative 
examples are provided in each section. 

Regression Point Displacement Design 
Regression Point Displacement is a research design 

applicable in quasi-experimental situations such as pilot 
studies or exploratory causal inferences. The method 
of  analysis for this design is a special case of  linear 
regression where the post-test of  an outcome measure 
is regressed on to its own pre-test to determine the 
degree of  predictability. Treatment effectiveness is 
estimated by comparing a vertical displacement of  the 
treatment unit(s) on the posttest against the regression 

trend of  the control group (Linden et al., 2006; Trochim 
& Campbell, 1996; 1999). If  the treatment did have 
an effect, the treatment group would be significantly 
displaced from the control group regression line. In 
this case, the treatment condition would be evaluated 
for whether it is statistically different from the control.

A regression equation in the form of  Linden et al. 
(2006) can be represented in the following way: 

                      Yi=β0+β1 Xi+β2 Zi+ei                          (1)

where Yi is the score of  individual i on outcome Y, β0 
is the intercept coefficient, β1 is the pretest coefficient, 
Xi is the pretest score, β2 is the coefficient for the 
difference due to treatment, Zi is the dummy-coded 
variable indicating whether the individual received 
treatment (Zi = 1) or not (Zi = 0), and ei, the individual 
error term. If  the p value for β2 is significant, the 
treatment had an effect. This effect can be visually 
observed by plotting a regression line and inspecting 
whether or not the treatment condition is out of  the 
confidence interval of  the trend for the control groups. 

RPD designs have several unique features (Trochim 
& Campbell, 1996; 1999). First, it requires a minimum 
of  only one treatment unit (Trochim, 2006). Because 
of  this minimum requirement, however, the data may 
be highly variable, so it is a good idea to use aggregated 
units (e.g. schools) due to their greater tendency 
toward centrality when compared with persons as 
the individual units. Second, this design is applicable 
in contexts where randomization is not possible, 
such as pilot studies (Linden et al., 2006) or after a 
particular group receives treatment a priori. Third, 
RPD designs avoid regression artifacts with the use 
of  an observed regression line (Trochim & Campbell, 
1996; 1999). Lastly, it is possible to add covariates to 
explain baseline differences between the treatment 
and control units (Trochim & Campbell, 1996). The 
effect of  the covariates can be interpreted visually 
by using residual differences between pre and post-
tests. By regressing the pretest and the posttest on the 
covariate, a plot with more than one predictor using 
the resulting residuals can be created. The residuals 
of  the regression on the covariate should be saved for 
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both pre-test and post-test and used in the regression 
equation just as before. In this way, the residuals are 
representative of  the pretest and the posttest with the 
influence of  the covariate taken out. 

As an example, the regression point displacement 
design was used to estimate the effect of  a 
behavioral treatment on twenty-four schools. One 
of  the schools was selected to receive the treatment. 
The pre and posttest outcomes were operationalized 

by the number of  disciplinary events for their 
respective years.

Figure 1 demonstrates that the treatment school was 
displaced by 1384 disciplinary class removals from the 
trend – this residual value provides a tangible effect 
size estimate that has real and direct interpretation. In 
other words, this large number can be interpreted as a 
real difference in removals between the trend of  the 
control schools and the treatment school. The p value 

Figure 1. Displacement of  the Treatment School (x) from the control group regression line.

Table 1

Regression Model Statistics
Estimate Std. Error t value Pr(>|t|)

(Intercept) 63.20 58.66 1.08 0.29

Disciplinary Removal (pretest) 0.87 0.09 9.82 0.00

Treatment School -1384.2 315.13 -4.39 0.00
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indicates that the displacement of  the treatment unit 
was significant. 

Regression point displacement designs also have 
inherent limitations. If  the treatment unit is not 
randomly selected, the design will have the same 
selection bias problems as other non-RCT designs 
(Linden et al., 2006). Due to this limitation, it is 
possible that the treatment unit may not generalize 
to the population of  interest. On the other hand, 
the treatment unit can be thoroughly scrutinized 
prior to treatment. As a result, prior knowledge and 
prudent selection of  the context of  the treatment, 
mitigates these issues particularly in sight of  the 
benefits. The RPD design studies are inexpensive 
and perfectly suited for exploratory and pilot 
study frameworks (Linden et al., 2006) as well as 
circumscribed contexts such as program evaluations. 
That is, a single program can be evaluated by 
selecting a number of  control programs and using 
the RPD design to evaluate the selected unit.

Regression Discontinuity. 

The Regression Discontinuity (RD) design is a 
quasi-experimental technique that determines the 
effectiveness of  a treatment based on the linear 
discontinuity between two groups. In RD designs, a cut 
point on an assignment variable determines whether 
individuals are assigned to a treatment condition or 
a control (comparison) condition (Shadish, Cook, & 
Campbell, 2002). The cut point should be a specific value 
on the assignment variable decided a priori. In order to 
make a causal conclusion about the effectiveness of  a 
treatment or intervention, the change in the mean-level 
or slope-angle of  the outcome variable is analyzed (see 
Greenwood & Little, 2007).

Figure 2 illustrates a hypothetical example of  an RD 
design that is depicting the effect of  a program intended 
to increase math test scores. In the RD design, the y- 
axis represents the outcome variable, in this case math 
test scores, and the x-axis represents the screening 
measure. In Figure 2, the trend for the control group, 
called the counterfactual regression line shows what 
the regression line would be if  the treatment had no 

Figure 2. Hypothetical results of  a treatment designed to increase math test scores. The discontinuity in the solid line 
indicates a treatment effect.
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effect. The counterfactual line is usually smooth across 
the cut point, as seen in Figure 2. A discontinuity in 
the actual regression line indicates a treatment effect, 
with the size of  the discontinuity providing a measure 
of  the magnitude of  the treatment effect on the 
outcome variable (Braden & Bryant, 1990). To see the 
basic form of  the regression discontinuity technique, 
refer to Campbell, 1984; Shadish, Cook & Campbell, 
2002. Also, refer to Moss, Yeaton & Floyd (2014) for 
discussion on polynomial and nonlinear forms.

RD designs have three main limitations. First, 
RD designs are dependent on statistical modeling 
assumptions. Participants must be grouped solely by 
the cut point criterion (Trochim, 1984; 2006). Second, 
it may not be appropriate to extrapolate the results 
to all the participants as only the scores immediately 
before and after the cut point are used to calculate 
the treatment effect. This limitation means that if  the 
treatment had a differential effect on participants away 
from the cut point, the design would not capture it 
(Angrist & Rokkanen, 2012; Battistin & Rettore, 2008). 
Third, traditional RD designs also have low statistical 
power (Pellegrini, Terribile, Tarola, Muccigrosso, & 
Busillo, 2013). 

To remedy these limitations, Wing and Cook 
(2013) propose the addition of  a pretest comparison 
group. The reasoning for using pretest scores is to 
provide information about the relationship between 
the cut point and outcome prior to treatment. 
The first advantage of  this approach is that the 
differences between pre and post measures will 
give an indication of  bias in assignment, thereby 
attenuating the limitation of  controlled assignment. 
Second, the treatment effect can be generalized 
beyond the cut point to include all individuals in the 
treatment group. This extended generalizability is 
so because adding a pretest allows for extrapolation 
beyond the cut point in the posttest period. Third, 
the inclusion of  the pretest strengthens the predictive 
power of  RD, making it comparable in power to an 
RCT. The addition of  a comparison function gives 
the RD design all the benefits of  an RCT design but 
is coupled with the dissonance reduction that serving 

the neediest provides. 

The pretest RD design equation from Wing and 
Cook (2013) is defined by the following:

                      Y(1)it=Preit θP+g(Ai )+eit                      (2)

The variable Y(1)it represents the outcome for the 
treatment group at time t. Conversely, if  0 was in place 
of  1, it would be the outcome of  the untreated group. 
Preit is a dummy variable identifying observations 
during a pretest period where the treatment has yet to 
be implemented. The θP parameter is a fixed difference 
of  conditional mean outcomes across pretest and 
posttest periods. An unknown smoothing function 
is represented by the g (Ai ), and it is assumed to be 
constant across the pre- and posttest (for further 
discussion of  smoothing parameters see Peng, 1999).

Wing and Cook (2013) used the data from the Cash 
and Counseling Demonstration RCT (Dale & Brown, 
2007) to test the efficacy of  a pre-post RD design. 
In the original study, disabled Medicaid beneficiaries 
were randomly assigned to obtain two types of  
healthcare services to examine the differences on a 
variety of  health, social, and economic outcomes. 
In the subsequent analysis, Wing and Cook used 
baseline age as the assignment variable to reexamine 
the outcomes in an RD framework. The researchers 
identified three age cut points (i.e., 35, 50, and 70) 
for the treatment assignment. Additionally, the 
pretest was used to estimate the average treatment 
effect for everyone older than the cut point in the 
pretest RD design. 

For each age cut point, Wing and Cook compared 
the outcomes within the RD design as well as between 
the RD and RCT models. They found that the pre-
post RD design leads to unbiased estimates of  the 
treatment effects both at the cut point and beyond the 
cut point. Also, adding the pretest helped to obtain 
more precise parameter estimates than traditional 
posttest-only RD designs. Therefore, the results from 
the within–study comparisons showed that the pretest 
helped to improve the standard RD design method by 
approximating the same causal estimates of  an RCT 
design. This example demonstrates that the pre-post 
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Regression Discontinuity design is a useful alternative 
to and can rival the performance of  RCT designs. 

Propensity Score Matching. 
Propensity Score Matching (PSM) is a quasi-

experimental technique first published by Rosenbaum 
and Rubin (1983). Propensity score matching attempts 
to rectify selection bias that can occur when random 
assignment is not possible by creating two groups that 
are statistically equivalent based on a set of  important 
characteristics (e.g., age, gender, ethnicity, personality, 
health status, IQ, experience, etc) that are relevant to 
the study at hand. Here, each participant gets a score 
on their likelihood (propensity) to be assigned to the 
treatment group based on the characteristics that drive 
selection (termed, covariates). A treatment participant 
is matched to a corresponding control participant 
based on the similarity of  their respective propensity 
score. That is, the control participants included in the 
analysis are those who match treatment participants 
on the potential confounding selection variables; in 
this way, selection bias is controlled. 

Before propensity scores can be estimated, the 
likely selection covariates must be identified. Most 
researchers include all variables that could potentially 
correlate with the selection influences impacting 
treatment and outcome (Coffman, 2012; Cuong, 
2013; Lanza, Coffman, & Xu, 2013; Stuart et al., 
2013), regardless of  the magnitude of  correlation 
(Rubin, 1997). 

In practice, propensity scores are typically 
estimated using logistic (e.g., Lanza, Moore, & 
Butera, 2013), probit (e.g., Lalani et al., 2010), or 
multiple binomial logistic regression models (e.g., 
Slade et al., 2008) in which the group membership 
is the dependent variable predicted by the selection 
variables in the dataset (Caliendo & Kopeinig, 2008; 
Lanza et al., 2013). The logistic regression model, as 
proposed by Cox (1970), has been the most commonly 
employed technique in propensity score calculations 
(Rosenbaum & Rubin, 1985). The probability score, 
a decimal value ranging from 0 to 1, is retained and 
used to match participants from the treatment and 

control groups.

Once the propensity scores have been estimated, 
each participant from the treatment condition is 
matched with a participant from the control condition. 
As mentioned, the matching of  these participants is 
based upon the similarity of  their propensity scores. 
Matching participants from the treatment condition 
with similar participants from the control condition 
can be completed utilizing the nearest neighbor, caliper, 
stratification, and kernaling techniques (e.g., Austin, 
2011). Of  these methods, differences exist in the 
number of  participants from the control group who 
are matched to treatment participants and whether or 
not control participants can be matched more than 
once (Coca-Perraillon, 2006).

The nearest neighbor and caliper techniques are 
among the most popular (Coca-Perraillon, 2006). 
The treatment and control groups are randomly 
sorted for both methods. Then, the first treatment 
participant is matched without replacement with the 
control participant who has the closest propensity 
score. The algorithm moves down the list of  all the 
treatment participants and repeats the process until 
all the treatment participants are matched with a 
control counterpart. If  any control participants are 
left over, they are discarded (Coca-Perraillon, 2006). 
The difference in the techniques is that with caliper 
matching, treatment participants are only used if  there 
is a control participant within a specified range. Thus, 
in this technique, unlikely matches are avoided (Coca-
Perraillon, 2006).

The optimal full matching technique (Hansen, 
2004) improves on these popular techniques in two 
ways. First, it creates closer matches than the previous 
techniques – with caliper and nearest neighbor, a 
match is made independently of  the other pairs. On 
the other hand, optimal full matching always creates 
matches with the smallest possible average propensity 
score differences between matched treatment and 
control participants by taking into account all the other 
matches. Second, optimal full matching allows for all 
control participants to be used (Hansen, 2004). After 
matching, the participants in the treatment and control 
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groups are assumed to have the same likelihood of  
being in the treatment group. The treatment effect is 
calculated and is now an unbiased estimator of  the 
treatment effect.

Although the use of  PSM is relatively new, there 
are well-explicated applications in many published 
manuscripts. One such example is a recent manuscript 
published by Lanza et al. (2013) in which they sought 
to examine the benefit of  attending Head Start on 
children’s reading ability over parental pre-school care.

Utilizing the Early Childhood Longitudinal Study 
– Kindergarten Cohort (ECLS-K; Institute of  
Education Sciences, 2009), a nationally representative, 
longitudinal dataset, Lanza et al. (2013) examined the 
causal effect of  Head Start instruction on reading 
development, comparing it to parental care during 
preschool years. Given that the ECLS-K is a dataset 
comprised of  observational (e.g., non-experimental) 
data, they were unable to randomly assign students to a 
Head Start or parental condition. Instead, they utilized 
Head Start enrollment as the marker for those who 
were a part of  the treatment condition. Additionally, 
they selected over 20 covariates to include in the 
prediction of  Head Start enrollment. The selection 
of  these covariates was comprehensive because they 
wanted to account for all of  the possible variation in 
attending Head Start.

Lanza et al. (2013) fit a logistic regression to the 
data, with the covariates as predictors and Head Start 
enrollment as the dependent variable, to estimate the 
propensity scores. They then matched the participants 
from the treatment group with similar participants 
from the control group using the optimal matching 
algorithm. Using this method the researchers obtained 
pairs with optimally close propensity scores. After 
examining the quality and sensitivity of  the matches, 
they examined the causal inference hypothesis.

Lanza et al. (2013) reported that children who stayed 
at home during the pre-school years had higher reading 
scores upon entering kindergarten than children who 
attended Head Start. While one may intuitively think 
that early intervention through preschool should 

increase achievement in kindergarten; they noted 
that due to potential confounding variables, this 
relationship would not be as clear. Controlling for 
the influence of  confounding variables, such as the 
child’s gender, ethnicity, and maternal education, they 
found that there was not much difference between the 
two groups. This result demonstrates that Propensity 
Score Matching is a useful technique when selection 
bias is a concern. 

Conclusion 
Data often do not meet the necessities of  a truly 

experimental randomized-control trial. Specifically, 
random assignment may not have been employed 
for a number of  reasons. In these cases, researchers 
still have the ability to make conclusive inferences 
using the designs that the authors have discussed in 
this article. 

The authors began with Regression Point 
Displacement, which is most useful when either one or 
a small number of  treatment conditions are present for 
comparison. In this design, the vertical displacement 
of  the treatments unit from the control trend is used 
to infer significance of  the treatment effect. Next, the 
authors discussed the Regression Discontinuity design 
which assigns participants to treatment and control 
conditions based on a just and defensible cut point 
on an assignment variable and subsequently measure 
the discontinuity of  the treatment and control trends. 
The inference of  this design becomes much stronger 
when utilizing the pre-post framework outlined by 
Wing and Cook (2013), making RD comparable to 
an RCT. Lastly, the authors discussed Propensity 
Score Matching, which pairs control and treatment 
participants on the similarity of  their scores to account 
for selection bias. Although there are several methods 
within PSM, the authors most strongly recommend 
using optimal full matching because it creates the most 
likely matches available. 

This paper demonstrates that although RCT designs 
are the gold standard in the social sciences and beyond, 
there are alternative designs that can be just as valid 
and reliable in a quasi-experimental framework. 
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Consequently, even if  a potential study is limited in the 
total number of  participants, the ability to randomly 
assign treatment, or in the number of  treatment units, 
there are methods that can be employed to make the 
causal inferences perfectly viable.
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