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5 Data

We use two different data sets (polling data) that contain information on voting
preferences from the people who self-identify as either Democrat or Republican
during the 2012 and 2016 presidential elections for parameter fitting. We further
cross reference the credibility of each data source with the rating published by
Nate Silver [76]. All polls have a rating of A− or higher, with the exception of
Politico/George Washington University with a B rating.

Specifically, the first data set is compiled of weekly1 data sets from multiple
sources spanning 14 weeks from the beginning of August of 2012 to right before
the election day, November 6, 2012, from [52, 54, 55, 56, 57, 59, 60, 61, 62, 63,
66, 67, 68]. All polls are nationwide polls with the exception of one statewide
poll, which still fits the trend of the data. The second set is collected through a
single source. In this case, the data are taken weekly2 between May 18 to July
12 of 2016 from [69]. Descriptive statistics of the polling data are provided in
Tables 5 and 6.

Table 5: Descriptive statistics for polling data of the 2012 presidential election.

Mean SD Min Q1 Med Q3 Max
V1 0.458 0.0263 0.412 0.441 0.464 0.481 0.498
M1 0.0180 0.0111 0.00476 0.00906 0.0165 0.0254 0.0436
V2 0.503 0.0217 0.458 0.491 0.504 0.521 0.540
M2 0.0205 0.0144 0.00518 0.00948 0.0168 0.0294 0.0545

1We use Monday as a reference. If the data set is taken within that week, then we categorize it
as data for that week.

2Wednesday is used as the reference similarly.
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Table 6: Descriptive statistics for polling data of the 2016 presidential election.

Mean SD Min Q1 Med Q3 Max
V1 0.351 0.0128 0.330 0.343 0.352 0.363 0.370
M1 0.087 0.0174 0.0579 0.0732 0.0906 0.0994 0.113
V2 0.461 0.0189 0.437 0.448 0.456 0.474 0.497
M2 0.101 0.00747 0.0922 0.0938 0.100 0.108 0.112

We also collected data on the number of times a candidate was mentioned
on TV and headlines either favorably or unfavorably. For the 2012 election, data
were taken from the studies in [65]. For 2016, the period from May to June is
covered by the report in [64]. Data on the month of July are taken from [77].
(Analysis was performed in July 2016, at the end of the primary season).

6 Sensitivity

For the peer interaction model, we calculate the closed forms of the sensitivity
of V ≡ V1(t+ 1)− V2(t+ 1) with respect to each parameter between two con-
secutive time points [53]. Recall that V1, V2,M1,M2 are taken to be evaluated
at time t.
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Thus the normalized sensitivity of V (tE) is obtained by evaluating V in the last
time-step.

7 A note on the sensitivity indices

As a side note, we would like to know what actions can effectively change the
parameter with the highest sensitivity value. Unfortunately, this information is
not directly obtainable with our models. This is due to each parameter being the
net effective cause of the corresponding transition, so there is not a direct way
to figure out the separate mechanisms that determine the value of the parameter.
In order to suggest a method to obtain the mechanism behind each parameter,
we make the following observation. If we define an extreme parameter to be
parameter with value either above 0.75 or below 0.25, then the person-to-person
interaction model has 20 extreme parameters in 2012 and 15 extreme parameters
in 2016. We propose the following explanation for this observation.

Notice that our data for the 2012 election were first taken approximately
three months before the election day and span 14 weeks, whereas our data for
the 2016 election were first taken approximately six months before the election
day and span 8 weeks. This difference in time periods in which the two data sets
are taken may indicate the different level of uncertainty in the decisions people
of the two parties make. Suppose this is not caused by the inherent differences
between the two elections—which we do not know for certain. Then since there
are significant difference between the two time periods, e.g., the choice of vice
president, the resulting difference in the number of extreme parameters can al-
ternatively be explained by the difference in the stages of the election. If so,
this suggests that a more appropriate way to model the dynamics behind voting
behaviors is to represent the parameters using functions which take intermediate
values initially; then, as the election draws closer, these values become more ex-
treme, e.g. greater than 0.75 or smaller than 0.25. This follows the assumption
that people are less likely to change their mind as the election draw closer. A
similar assumption has been examined before by Halu in his agent-based model
on social effects in political elections [58]. Furthermore, since we are interested
in knowing what mechanism drives change in parameters, we can structure these
functions to incorporate different assumptions and use data fitting as a way to
justify which assumption is appropriate. This should be carried out after deter-
mining which parameters matter most in the election under consideration.
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8 Additional notes on the limitation of our approach

We notice that the error for fitting the data collected from a single source
is significantly smaller than the one fitting data collected using multiple sources.
This is understandable due to the inconsistency between differences
in methods for data collection and data samples.A better collection of data would
be to use the average from multiple weekly sets of data, since it is a trend that the
average of pollsters tends to be a good predictor for the outcome of the election.
This, however, is difficult to achieve because polling data is generally collected
through private agencies. Moreover, as mentioned in the previous section, data
sets taken at different time periods with respect to the election day could poten-
tially cause ambiguity in the meaning of the parameters. Thus, for the purpose of
comparing voting behaviors between different elections, data sets from the same
time period (relative to the election day) should be used. On the other hand, if
the purpose is to find the mechanisms that determine the value of the parame-
ters, then a data set of significant length, e.g., a data set that spans six months
before the election day, should be used in parallel with function forms for the
parameters.

Additionally, there is a significant proportion of eligible voters who are not
aligned with either major party; thus, they are excluded from the data used to fit
our models. This is important in two aspects. First, our models cannot measure
the general trend of the voting behavior. Secondly, without considering this
population, the two groups that do not wish to vote for either candidate, M1

and M2, are much smaller than in reality. This may limit the effectiveness of the
sensitivity analysis and render any conclusion drawn from it meaningless.

Recall that our fitting does not guarantee a global minimum for the fitting
error. However, since we do not have a complete understanding of the distribu-
tion of the parameter values with respect to the fitting error, or the distribution of
local minima, we cannot say for sure what effects it could have on our system.
Furthermore, obtaining the global minimum for the fitting error does not mean
we have the most realistic set of parameters. We do not disregard the potential
benefits of having a global minimum fitting error, we simply acknowledge the
possibility that it can be an artifact of our method. In fact, since we vary our
initial guesses randomly each time we run the program for parameter fitting and
still obtain the same fitting error, we may as well assume that our fitting error is
the global minimum on a large region in the parameter space.

Another limitation associated with the data comes from our use of the data
to estimate the parameters for the models. These polling data take a sizable
amount of time to collect. But when fitting, we assume them to be taken ex-
actly at one point and two consecutive polls are always exactly seven days apart.
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This assumption is necessary for our discrete-time Markov model, but it is
another potential significant source of error. Not only quantitatively but
philosophically, it is a strong assumption to consider that the least amount of
time in which people can change their political positions is a week.
Furthermore, to ease the complexity of the model, we choose to approximate
the media coverage to be constant between any two data points. In addition to
that, since our models, especially the person-to-person interaction model, have
a large set of parameters, it is easy to over-fit. This can be addressed using a
more thorough sensitivity analysis to find the least sensitive parameters for each
election and eliminate them from the model. This can be carried out using the
Latin Hypercube Sampling (LHS) method to vary all parameters within a certain
range simultaneously to find their effects on the system relative to one another.
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